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What is the paper about?

▶ Fiscal rules are not always respected.

▶ Two reasons why this may happen:

1) Random shocks may lead to an unintentional violation.

2) The government may intentionally disregard them.

▶ Use revealed preference approach to measure intentionality

▶ There are costs and benefits of breaking the rules.

▶ Find the payoff “weight” between costs and benefits that ratio-

nalizes the observed outcome.

▶ This discussion

▶ The finding depends on the modelling assumptions, how do we

interpret them? What could go wrong? How?
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The simple model again

▶ There is a government that solves:

min
pt

{
y2
t

2
+ λ

(xt − x̄t)
2
+

2

}
s.t.

yt = αxt + ξt, xt = −βyt + pt

▶ x̄t: target level of the fiscal variable.

▶ Government trades off smoothing output vs satisfying the rule x̄t.

▶ Interpretation:

▶ Why choosing only pt? Short term “discretionary” reaction?

⇒ model assumes it is unlimited.

▶ Structural “long-term” responses embedded in β.

Shouldn’t be all about β?
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My solution

▶ The rule broken when:

ξt ≤ −αx̄t ⇒ depends only on α

▶ Output:

yt =

0, if ξt ≥ −αx̄t

λ
α2+λ

ξt +
λα

α2+λ
x̄t, if ξt ≤ −αx̄t;

▶ Deficit:

xt =

− 1
α
ξt, if ξt ≥ −αx̄t

−α
α2+λ

ξt +
λ

α2+λ
x̄t, if ξt ≤ −αx̄t;

▶ Solution does not depend on β!

▶ Unrestricted discretionary response renders the stabilizer irrelevant

⇒ more general than just the simple model.
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One way to find λ

▶ One straightforward approach would be to estimate the previous system:

yt = η0 + η1ξt

xt = γ0 + γ1ξt

▶ I assume here that x̄t = x̄ is constant.

▶ I have 4 estimated parameters to recover 2 fundamental ones.

▶ Why not to do this? The outcome is very intuitive!

▶ Over-identification? Hopefully, all roads lead to Rome.

▶ In a more general model maybe is harder?

▶ Shouldn’t this approach generate an estimation for λ consistent with

the one proposed by the authors?
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Responses and underlying λ

▶ The underlying discretionary policy leading to the result is:

pt =

− 1
α
ξt, if ξt ≥ −αx̄t

βλ−α
α2+λ

ξt +
λ(1+βα)

α2+λ
x̄t, if ξt ≤ −αx̄t;

▶ Response parameter does depend on β and shock dependent:

pt(λ, ξt) = θ(λ, ξt)ξt with θ(λ, ξt) =
βλ− α

α2 + λ
+

λ(1 + βα)

α2 + λ

x̄t

ξt

▶ Two differences in red with the authors.

▶ Shock realization conditions government’s reaction: state dependent.

▶ Here it matters if we compare values ex-ante or ex-post.

▶ If ex-ante, Jensen’s inequality would kick in!
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Responses and underlying λ

▶ Find the underlaying λ considering that the observed reaction θo(ξt) is

state dependent:

λo(ξt) =
θo(ξt)α

2 + α

β − θo(ξt) + (1 + βα)x̄t/ξt

▶ Everything else equal, λ is increasing in ξt

▶ Everything else equal, λ is decreasing in β.

Although β does not affect output, deficit or probability of breaking the

rule, it does affect the λ estimation. Is this good or bad?

▶ If we assume constant θo, what is the bias in λ?

▶ Remark: information about λ only when the rule is broken?

Maybe not from an ex-ante perspective. (probability over future ξ)
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Final Comments

▶ This new version is the paper that I would have written.

▶ Revealed preferences depends on model assumptions. To make it

more credible, the model should be flexible enough.

1) The right constraint should be xt − yt ≤ x̄t

I tried this one, similar results but different mapping.

2) Does the payoffs functions make sense?

Need quadratic loss for theorems, what about other objectives?

Smooth government spending? Limited discretion?

3) Default risk imposes market discipline.

Government’s fear of risk premium may constraint fiscal responses.

Is this captured by a bigger λ?
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